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ABSTRACT
We examine the performance of custom circuits in an emerging
technology known as three-dimensional integration. By combining
multiple device layers with a high-density inter-layer interconnect,
3-D integration of a given circuit is expected to provide better tim-
ing and energy performance relative to a single-wafer implemen-
tation of the same circuit. In this paper, we show that by using
our performance-driven design tool for 3-D ICs, the interconnect
energy dissipation of standard-cell circuits can be reduced by 24%
to 42% using two to five device layers respectively. Similarly, the
interconnect energy-delay product can be reduced by 30% to 50%.

At the same time, thermal performance in 3-D ICs is expected
to be a critical issue. By incorporating thermal management and
analysis into our placement tool, we may investigate the thermal
scalability of 3-D integration. We find that the thermal performance
actually can be improved with the use of a modest number of addi-
tional device layers. Also, we show that the absolute die tempera-
ture can be controlled through the use of extra silicon.

Categories and Subject Descriptors
B.7.1 [Integrated Circuits ]: Types and Design Styles—VLSI, ad-
vanced technologies; B.7.2 [Integrated Circuits ]: Design Aids—
placement and routing

Keywords
3-D integration, 3-D IC, timing, energy, thermal optimization

1. INTRODUCTION
Timing, energy consumption, and area are the main parameters

of interest for any digital circuit designer. Circuit timing is usually
considered foremost; most often, the timing requirement is stated as
a maximum cycle time or minimum operating frequency. However,
at the placement stage of the design process, one commonly targets
the best possible timing performance regardless of the constraint –
it is important to be able to guarantee that the timing specification is
met. Energy optimization is then performed secondarily. Thermal
characteristics are typically managed rather than optimized.
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By contrast, sometimes it can be desirable to minimize energy
consumption while merely satisfying the timing constraint. For ex-
ample, a designer of a wireless cryptographic card may care most
about energy per encryption. The real-time requirement may be
lax enough to permit energy optimization solely, or there may be
a significant timing constraint. Similarly, there may be reason to
improve thermal performance beyond what is required to meet dig-
ital specifications, especially where mixed-signal circuits may be
involved.

The demand for timing-constrained energy optimization is not
of recent origin; however, as CMOS technology improves, the na-
ture of energy consumption in digital ICs changes. Since tradi-
tional CMOS interconnect performance does not scale as well as
device performance, new technologies and computer-aided design
solutions must focus on interconnect [1]. Specifically, as new in-
terconnect technologies appear, design tools must be able to exploit
them for optimal performance.

In this paper, we present a performance optimization tool for
a promising new technology:three-dimensional integration. A
3-D IC is one that is designed using more than one wafer or active
device layer. These device layers are stacked so that transistors may
be wired not only to other transistors in the same wafer plane, but
also to transistors in adjacent planes. A circuit that is placed and
routed in multiple wafers will have a wire-length distribution that
is shifted towards the local wires when compared with the same
circuit placed and routed on a single wafer [2]. With wires that are
generally shorter in 3-D ICs, both switching energy and cycle time
are expected to be reduced. It would, of course, be desirable to
trade off cycle-time reduction for decreased energy consumption.
A circuit design methodology that fixes the cycle time while opti-
mizing energy consumption or thermal profile allows us to evaluate
properly the energy characteristics of 3-D ICs.

Our design tool can optimize the energy consumption and the
thermal profile of a standard-cell circuit layout under a supplied
timing constraint. We focus on the interconnect-related compo-
nents of energy consumption that can be affected by placement-
based optimization. For each of a pair of circuits, we obtain a
placement using one to five wafers. We compare the energy con-
sumption profile under our timing-constrained approach with that
of the same circuit under a timing-optimized approach and show
that an appreciable decrease in interconnect energy consumption
can be obtained. Furthermore, this improvement scales as more
wafers are used in the 3-D IC.

We also examine the thermal characteristics of 3-D ICs. For
a given circuit, we perform placement-based optimization of the
thermal profile of the circuit. We show that thermal metrics such as
maximum die temperature can actually be improved using multiple
wafers, under certain conditions. We quantify the extent to which
design methodology can control the thermal behavior of 3-D ICs,
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Figure 1: Wafer-bonded structure with two device layers and
copper interconnect interface. (Figure courtesy A. Fan, MIT.)

and thus the extent to which technological measures must be im-
plemented in order to make 3-D integration a workable technology.

2. BACKGROUND ON 3-D INTEGRATION
Three-dimensional integration comprises a class of fabrication

technologies, each of which aims to overcome the planar limitation
of conventional single-wafer ICs. Specifically, on a silicon sub-
strate, any given transistor has a limited number of “nearest neigh-
bors,” those transistors to which it can connect with a minimum-
length wire. By stacking individual transistors or whole substrates
on top of one another, one may increase the number of nearest
neighbors, provided that one has a suitable means for intercon-
necting transistors on different levels of the stack. Because of the
greater number of nearest neighbors available to individual transis-
tors, a circuit fabricated as a 3-D IC may have more short wires
and fewer long wires compared to the same circuit fabricated as a
conventional IC [2].

Several technologies have been proposed for 3-D integration [3,
4, 5, 6, 7]. Of these, approaches such as wafer bonding [6, 7] of-
fer the most promising inter-wafer interconnect in terms of circuit
performance [8] due to the high density and relatively low parasitic
values associated with the interconnect. A diagram of a two-wafer
bonded IC is shown in Figure 1. In this bonding method, individ-
ual wafers are fabricated by conventional means; the inter-wafer
interconnect is formed by patterning vias that connect to the top-
level metal of the bottom wafer and the first-level metal of the top
wafer. Copper bonding pads are then patterned for electrical and
mechanical connectivity between the wafers. The two wafers are
then bonded under heat and pressure.

For the purposes of this paper, we assume a 0.18µm technology.
The individual wafers are fabricated as SOI wafers with a thick-
ness of one to twoµm. The pitch of the inter-wafer interconnect
is two µm, as dictated by the alignment tolerance of the bonding
process. Such dimensions are achievable with modern fabrication
technologies [6, 7].

3. PLACEMENT-BASED METHODOLOGY
At current technology nodes, switched capacitance dominates

the energy consumption of digital ICs. Furthermore, this capaci-
tance increasingly comes from wires. Since 3-D integration achieves
a fundamental shift in the distribution of wire lengths, an energy
strategy that focuses on minimizing switched capacitance will be
useful for evaluating 3-D ICs. Placement is a natural stage at which
to perform this sort of wire-length optimization.

Additionally, the thermal profile of a circuit is dictated by its en-
ergy profile and its packaging. Placement-based manipulation of
the energy profile, including the energy associated with switched

capacitance, will allow us to examine the trade-offs between ther-
mal optimization and energy optimization in 3-D ICs.

3.1 The Placement Tool
We have previously developed a placement and routing tool for

2-D (i.e. conventional) and 3-D integrated circuits [9]. Called
PR3D, this tool is capable of targeting standard-cell designs for
a single wafer or for multiple wafers. PR3D, as a conventional
wire-length-driven placement tool [10], is competitive with modern
industry and academic tools such as Dragon [11], Capo [12], and
Cadence Silicon Ensemble. As a design tool for 3-D ICs, PR3D
is capable of wire-length-driven placement onto a user-specifiable
number of wafers with inter-wafer interconnect parasitics that are
also user-specified.

The core placement algorithm is refinement by recursive bisec-
tion of the net list. Specifically, the circuit net list is represented
by a hypergraph, with standard cells becoming nodes and wires
becoming hyperedges. The die area is partitioned recursively into
halves such that the number of nets crossing any partition is mini-
mized [13].

In order to optimize the energy performance, we have extended
the placement algorithm to include switching activity. Specifically,
the energy consumption of a neti is given by

Ei = Ni

0@Cis +
X
j 6=i

MijCij

1A V 2
DD,

whereNi is the number of 0-to-1 transitions,Cis is the capacitance
of the net to the substrate,Cij is the coupling capacitance to netj,
Mij is a Miller factor that accounts for signal correlations between
netsi andj, andVDD is the supply voltage. The switching activity
is given by the average number of transitions per unit time or per
cycle.

Since the capacitanceCis essentially follows the net length, the
energy consumption may be reduced by weighting each net accord-
ing to its activity. We extend our placement tool to minimize the
weighted sum of the nets crossing a partition. Thus, nets with high
activity are less likely to be cut by a partition. This leads to high-
activity nets being highly localized and therefore shorter and less
capacitive. (The coupling capacitanceCij , while important in com-
puting energy consumption, is difficult to determine before routing
is complete. However, we assume that it too will be reduced if we
reduce the lengths of highly-active wires.)

At the same time, we have also extended PR3D to manage tim-
ing performance during placement. We utilize a combination of
net-based and path-based approaches such as in [14, 15]. Separate
approaches are employed for timing optimization and for timing
constraint.

For timing optimization, we use a standard path-based count-
ing technique. That is, we seek to minimize both net cut and path
cut during recursive bisection. Nets are weighted according to the
number of critical paths on which they lie. Furthermore, if a given
path exceeds a fixed number of path cuts, the nets on that path are
prohibited from being cut further.

Conversely, for timing constrained optimization of energy or tem-
perature, delay is not part of the cost function. We therefore seek
to minimize net cut, weighted as before (i.e. either unweighted net-
cut or net-cut weighted by switching activity); however, we insert a
timing-analysis step between partitionings, and if any critical path
exceeds 95% of its allotted delay, the nets on that path are also
prohibited from further cuts.

For thermal optimization, we extend the methodology of [16]
in order to optimize 3-D IC placements. Specifically, energy con-
sumption at any given physical location in a circuit translates into
a rise in temperature at that location as the energy is dissipated into
the substrate as heat. The temperature distribution within any ma-



terial component of a chip may be computed using the steady-state
heat diffusion equation

k · ∇2T + g(x, y, z) = 0,

whereT is the temperature distribution,g is the power density dis-
tribution, andk is the thermal conductivity of the material. This
equation may be solved by using the finite-difference method and
discretizing the 3-D IC into anm-by-m-by-p grid of n = m2p
nodes (we takem = 50 for lateral temperature resolution, andp
equal to the total number of distinct material layers over all wafers,
with extra layers allocated for bulk materials such as the bottom
substrate). The result is a matrix equationGT = P, whereG is an
n-by-n matrix of thermal conductances connecting adjacent nodes,
T is the temperature at each of the nodes, andP is the power dissi-
pation at each node.

Given a circuit layout and operating frequency, the power dis-
sipationPk is known, and the temperatureTk = G\Pk may be
computed (in our case, using the preconditioned conjugate gradi-
ent method). More importantly, given a desired thermal distribution
Td, a power constraintPd = GTd may be computed. Placement
optimization of 2-D ICs using this power constraint is carried out
in [16].

For 3-D ICs, we assume a conventional package where the bot-
tom substrate is attached to a heat spreader and heat sink. Num-
bering the wafers consecutively from1 to n with wafer1 adjacent
to the sink, the average temperature of waferi must exceed that of
waferi− 1, because the heat from theith wafer must flow through
wafersi−1 through1 before being dissipated into the sink. There-
fore, if the distributionTd is desired to be uniform over all wafers,
the resulting power constraint is zero over wafers2 throughn. So
instead of attempting to obtain a uniform thermal distribution for
the entire circuit, we focus on the within-wafer variation for each
wafer. To manage wafer-to-wafer thermal gradients, we attempt to
place most of the energy dissipation close to the heat sink. Specif-
ically, when partitioning a sub-circuit placement into wafersi and
i + 1, we minimize the energy consumption on waferi + 1, sub-
ject to the constraint that equal areas of standard cells are placed on
each wafer.

4. CASE STUDIES
In order to evaluate the effectiveness of our energy and thermal

optimization methodologies, we placed and routed two circuits.
For each circuit, we obtained three layouts, the first optimized for
minimum cycle time, the second optimized for minimum switch-
ing energy under a timing constraint, and the third optimized for
best thermal profile under the same timing constraint. The circuits
are supplied in Verilog format and compiled to cells using Syn-
opsys Design Compiler. During this synthesis, Design Compiler
is supplied with the timing constraint that is later used for energy
optimization by PR3D.

Design Compiler is also used to assess the activity factors of
the nets in the design, by using a number of representative test in-
puts in gate-level simulation. The activity factors are produced in
SAIF format and imported into PR3D. While this method of ob-
taining activity factors is not exhaustive or rigorous, the problem of
rigorously determining activity factors is orthogonal to our study.
Furthermore, we can expect to capture a reasonable portrait of the
energy consumption profile using this technique.

Once layout is generated, extraction is performed on the layout,
and the resulting transistor-level net list is simulated using Synop-
sys NanoSim.

4.1 2-D ICs
Figure 2 shows the energy consumption of the first circuit, a 32-

bit fast Fourier transform (FFT) datapath. In the left-hand graph,
switched-capacitance energy dissipation accounts for about 87%

internal energy
(43.6 uW/MHz, 13.1%)

switching energy, FET capacitance
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cycle time optimized (10.98 ns)
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switching energy, wires
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energy optimized, cycle time constrained to 12 ns
(actual cycle time: 11.57 ns)

Figure 2: Energy consumption of an FFT datapath in timing-
optimized vs. timing-constrained placement.

internal energy
(179.1 uW/MHz, 23.5%)

switching energy,
FET capacitance

(163.2 uW/MHz, 21.4%)

switching energy, wires
(419 uW/MHz, 55%)

cycle time optimized (4.15 ns)
internal energy

(179.1 uW/MHz, 23.5%)
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energy savings
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switching energy, wires
(308.1 uW/MHz, 40.5%)

energy optimized, cycle time constrained to 5 ns
(actual cycle time: 4.87 ns)

Figure 3: Energy consumption of a DES chip in timing-
optimized vs. timing-constrained placement.

of total energy consumption, with the remainder being cell internal
energy. The switching energy consists of two parts. An estimated
43% is due to switching at the cell inputs and outputs (i.e. gate and
source/drain capacitances). The remaining 44% is due to wires.
This layout is optimized for cycle time.

The right-hand graph shows the same circuit, where in this case
the cycle time is constrained to 12 ns, and energy is optimized by
the placement tool. While the cycle time is approximately 0.6 ns
slower than in the first case, it still meets the constraint. Further-
more, the wire component of energy dissipation is reduced by 18%,
leading to an overall reduction of 8%.

Figure 3 shows the energy consumption of the second circuit,
a cryptographic chip implementing the Data Encryption Standard
(DES). In this case, 76% of the total energy dissipation of the
timing-optimized layout is due to switched capacitance, as seen in
the left-hand graph. This 76% consists of 21% cell I/O switching
energy and 55% wire switching energy. For this circuit, we see
in the right-hand graph that while the cycle time has increased by
about 0.7 ns (still meeting the constraint), the interconnect energy
dissipation has been reduced by 26%, leading to an overall reduc-
tion in energy consumption by 15%.

4.2 3-D ICs

4.2.1 Energy Performance
Previous work on the emerging technology of three-dimensional

integration has focused mainly on its effects on the total wire length
of circuits [2, 8]. It has been shown that with a favorable technology
such as wafer bonding, aggregate wire length can be reduced by
30%-50% by using two to five wafers to fabricate a given circuit
[8].

However, precisely how this translates into more relevant metrics
such as cycle time and energy dissipation has been unknown until
now. With the use of our performance-driven design tool for 3-D
ICs, we are able to characterize sample circuits with respect to these
metrics.

Figure 4 shows how the interconnect energy dissipation of the
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Figure 4: Interconnect energy consumption of the FFT datap-
ath vs. number of wafers used for placement.
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Figure 5: Interconnect energy consumption of the DES chip vs.
number of wafers used for placement.

FFT datapath circuit scales with the number of wafers. Two cases
are shown: timing-driven mode and timing-constrained, energy-
driven mode. In the latter mode, the FFT datapath cycle time is
constrained to 12 ns. We observe that in addition to the energy sav-
ings relative to timing-driven mode, in timing-constrained mode we
are able to reduce interconnect energy consumption 21% to 39%
using two to five wafers respectively. Relative to a single-wafer
timing-optimized design, we can reduce interconnect energy con-
sumption by 49% by doing timing-constrained energy optimization
and using five wafers.

In Figure 5, we observe similarly that for the DES chip, 27% to
45% of the interconnect energy consumption of a 2-D layout can be
eliminated by targeting two to five wafers respectively. Here, rela-
tive to a single-wafer timing-optimized design, we can reduce inter-
connect energy consumption by 60% by doing timing-constrained
energy optimization and using five wafers.

We can also measure the wire energy-delay product for both cir-
cuits, shown in Figures 6 and 7. It is clear that timing-constrained
energy optimization is a win for both 2-D and 3-D integrated cir-
cuits. We can see from the graphs, however, that the cycle time of
the timing-optimized versions of the two circuits is slightly better
than that of the timing-constrained versions, and that this timing
performance improves as more wafers are used. This is especially
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Figure 6: Interconnect energy-delay product for the FFT data-
path vs. number of wafers used for placement.
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Figure 7: Interconnect energy-delay product for the DES chip
vs. number of wafers used for placement.

true for the DES chip; however, an overall penalty is incurred in
the form of the extra energy consumption required to obtain opti-
mal timing performance.

4.2.2 Thermal Performance
Figures 8 and 9 illustrate the mechanism of our thermal opti-

mization. Figure 8 shows the temperature of the uppermost die of a
three-wafer FFT placement. In the energy-optimized case, there is
a hot spot that arises from shortening all the highly-active wires. In
Figure 9, the origin of the hot spot is clear from the energy distri-
bution. Thermal optimization spreads the energy consumption over
the entire die, so that the hot spot is reduced or eliminated. We have
assumed a conventional package with a heat sink extraction capa-
bility of 10−4m2K/W, achievable with currently-available tech-
nology [17]. In all analyses, the circuit is run at 80 MHz in an
ambient temperature of25◦C.

Figures 10-15 show the thermal performance of the FFT datapath
using one to five wafers. In the first set of figures, we assume that
the overall footprint of the die is unchanged as we scale the number
of wafers (as may be the case in an I/O-limited situation). Fig-
ure 10 shows the temperature of each die for both placements. In
Figure 11, we plot the absolute temperature difference (maximum
temperature minus minimum temperature over the entire circuit)
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Figure 8: Celsius die temperature of the top wafer of a three-
wafer placement of the FFT datapath.
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Figure 9: Energy distribution of the top wafer of a three-wafer
placement of the FFT datapath.

against the number of wafers used. Figure 12 gives the wafer-to-
wafer average temperature difference (i.e. average temperature of
the hottest wafer minus average temperature of the coolest wafer).
Figures 13-15 provide the same data for the case where the overall
footprint of the die scales inversely with the number of wafers used,
as may be expected for general-purpose 3-D ICs.

In both cases, we see that there is a trade-off between best en-
ergy performance and best thermal performance (which for now
we construe to mean “smoothest” thermal distribution). Specifi-
cally, we see that the mean temperature of the thermally-optimal
case is higher than the case where energy is optimized. This is
because in order to distribute the energy consumption uniformly,
some highly-active wires must be made longer, thus increasing en-
ergy consumption. For this circuit in particular, there is about 60%
additional interconnect energy dissipation in the thermally-optimal
case. Also, it can be seen from the graphs that the improvement
in thermal performance obtained by doing thermal optimization for
3-D diminishes as more wafers are used, and asymptotic limits are
reached. Thus, the design choice of whether to go for energy opti-
mization or thermal optimization is dictated by whether a smooth
thermal profile is required (as may be the case for mixed-signal
circuits or digital circuits with a severe hot-spot problem) versus
whether a lower mean temperature is desired.

Furthermore, we do see by comparing the fixed-die and scaled-
die cases that it is possible to control the die temperature by us-
ing extra silicon. Since the energy consumption improves as the
number of wafers is increased, the die area can be scaled in a pro-
portional fashion so as to maintain a constant average temperature.
However, if it is desired not to sacrifice silicon for thermal pur-
poses, the runaway thermal behavior of Figure 13 must be con-
trolled by advanced packaging and cooling techniques.

5. CONCLUSION
We have presented a performance-driven design tool that allows

exploration of the three-dimensional integrated circuit design space.
We find that by exploiting 3-D integration, we can reduce intercon-
nect energy consumption by 24% to 42% using two to five wafers.

In combination with the energy optimization for 2-D designs, we
find that we can eliminate as much as 60% of the wire energy dis-
sipation of a single-wafer timing-optimized circuit by using 3-D
integration.

The thermal outlook for 3-D ICs is less clear. We have quan-
tified the trade-off that exists between mean circuit temperature
and smoothness of the temperature profile. Furthermore, we have
seen that the benefit of thermally optimizing a 3-D IC placement
converges toward the thermal performance of an energy-optimized
3-D IC as more wafers are used. However, we have also quanti-
fied how the runaway thermal behavior expected of 3-D ICs can be
controlled by the use of extra silicon.

The conclusion is that 3-D integration promises significant en-
ergy savings that are physically realizable without any significant
show-stoppers. Further research must be done to provide optimal
manufacturing, packaging, and yield solutions in order to bring this
technology to the designer and to the commercial market.
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Figure 10: Die temperature of the FFT datapath vs. number of
wafers (fixed-die case).
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Figure 11: Absolute temperature differential of the FFT data-
path vs. number of wafers (fixed-die case).
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Figure 12: Average-temperature z-axis differential of the FFT
datapath vs. number of wafers (fixed-die case).

1 2 3 4 5
30

40

50

60

70

80

90

100
Die Temperature vs. Number of Device Layers

Number of Device Layers

Te
m

pe
ra

tu
re

 (d
eg

. C
)

Thermal Optimization
Energy Optimization 

Figure 13: Die temperature of the FFT datapath vs. number of
wafers (scaled-die case).
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Figure 14: Absolute temperature differential of the FFT data-
path vs. number of wafers (scaled-die case).
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Figure 15: Average-temperature z-axis differential of the FFT
datapath vs. number of wafers (scaled-die case).


