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Abstract

Approximate processing and incremental re�nement

concepts are needed for applications where it is de-

sirable to provide a systematic tradeo� between the

quality of signal processing results and the availabil-

ity of resources, such as time, bandwidth, memory,

and power. We examine the impact of these con-

cepts for three distinct application areas: (1) low-power

frequency-selective FIR �ltering, (2) real-time time-

frequency analysis of signals and (3) DCT-based image

encoding/decoding. Results from approximate process-

ing of signal data illustrate the practical utility of these

types of systems.

1 Introduction

Approximate processing of signals may be used by a

signal processing system to potentially achieve a wide

range of possible tradeo�s between utilization of sys-

tem resources (cost) and system performance (output

quality). We have formulated the concept of incre-

mental re�nement (IR) structures for signal processing

transformations which in conjunction with appropriate

control strategies may be used in designing approxi-

mate signal processing systems for various applications.

These IR structures have the property that at inter-

mediate stages of computation they produce approxi-

mations to the �nal output. In this paper, we report

results from our exploration of three categories of prac-

tical applications for IR-based approximate processing

systems.

2 A Low-Power Application

Recent investigations [1] [2] [3] related to low-power

CMOS implementations of signal processing systems

have been motivated by the growing demand for

portable multi-media devices. A key issue in the design

of such devices is to minimize the total power consump-

tion in order to maximize the run time or minimize

battery size. In this section we develop an algorithm

designed for low-power frequency-selective FIR �lters,

an essential element in many communication devices.

A key feature of this algorithm is that the number of

�lter taps used is dynamically varied to provide stop-

band attenuation in proportion to a simple estimate of

the time-varying energy in the undesired components

of the input signal.

To �rst order, the average power required to perform

a signal processing task is: P =
P

iNiCiV
2
ddfs, where

Ci is the average capacitance switched per operation

of type i (corresponding to addition, multiplication,

storage, etc.), Ni is the number of operations of type i

performed per sample, Vdd is the operating supply volt-

age, and fs is the sampling frequency. One approach

to power reduction is to lower Ni, which in the case of

FIR �ltering corresponds to the number of taps used

to produce each output sample.

Consider a tapped delay line implementation (Fig.

1) of an FIR �lter whose taps correspond to a rectan-

gularly windowed version of the impulse response of an

ideal frequency selective �lter. This tapped delay line
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Figure 1: Illustration of dynamic tapped delay line

may be viewed as an incremental re�nement structure

for carrying out frequency selective �ltering. If a sub-

set of the taps are powered down (e�ectively disabling

portions of the tapped delay line) in such a way that

the length of the corresponding ideal impulse response

is further truncated, then the net stopband attenua-
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Figure 2: Overview of approximate �ltering strategy

tion in the FIR �lter output decreases proportionately.

Conversely, powering up of additional taps can be used

to increase the stopband attenuation in the FIR �lter

output. We have developed a control strategy to uti-

lize this incremental re�nement property of the tapped

delay line for constructing approximate �ltering sys-

tems whose stopband attenuation (and the correspond-

ing power consumption) is adapted to the time-varying

stopband energy of the input signal.

Our control strategy for approximate �ltering is de-

picted in Figure 2. Note that only two additions and

two multiplications are required to obtain Es[n + 1]

from Es[n]. To analyze the control strategy, we as-

sume that the input signal s[n] = x[n] + w[n], where

x[n] and w[n] correspond to wide sense stationary, in-

dependent random processes. The output y[n] is pro-

duced by �ltering x[n] at each time, n, with an N [n]-

tap �lter having frequency response HN [n](!). Given

that the output power spectral density is

Py(!) = Ps(!)jHN [n](!)j2 + Pw(!)jHN [n](!)j2; (1)

our objective is to choose N [n] to be the smallest odd

integer which assures that

Z
SB

Py(!)jHN [n](!)j2d! < ; (2)

where the parameter  is the maximum tolerable stop-

band energy in the output, and SB denotes the stop-

band region in frequency. De�ning ASB(N [n]) =R
SB

jHN [n](!)j2d! and Q = d[n]ASB[n � 1], the de-

cision rule for choosing N [n] is:

Q >  �! increase N by N0

 � � < Q <  �! N unchanged

Q <  � � �! decrease N by N0

(3)

The parameters � and N0 control the sensitivity of

the dynamically-varying �lter length. The values of

ASB(N [n]) can be precalculated and stored in a lookup

table. In the case of stationary interferences, the �lter-

ing algorithmwill converge to the length which satis�es

eqn. (2) and remain �xed thereafter. For nonstation-

ary interferences, the �lter length will dynamically vary

to approach the appropriate length at each time.

We have successfully applied our approximate �l-

tering system to the problem of separating a low-

frequency FDM voice channel from a high-frequency

one and demonstrated that signi�cant power savings

over conventional methods may be obtained. The

incorporation of adaptive approximate �lters into a

binary-tree structured �lterbank for low-power source

coding applications has also been successfully explored.

3 A Real-Time Application

The discrete Fourier transform (DFT) is an important

component of many real-time signal processing sys-

tems. For those in which real-time deadlines vary or

computational resources are dynamically allocated, the

incremental re�nement approach to DFT computation

provides a framework in which the availability of an

approximate result can be guaranteed across a wide

range of resource allocations.

In our recent work, we have developed a class of in-

cremental re�nement structures for DFT computation.

These structures allow many di�erent quality/cost re-

�nement paths to be achieved. Such structures may

be derived by considering the real-valued N -point sig-

nal under analysis to be represented in radix comple-

ment form using a �xed-point mixed-radix encoding1

[4]. When a D-digit signal representation based upon

the radices (mD�1;mD�2; : : : ;m1;m0) is employed and

mD�1 is even, the value of each signal point x(n) can

be related to the value of the digits with which it is

encoded via:

x(n) =

D�1X
d=0

�d(xd(n))�d (4)

where xd(n) is the dth digit from the least-signi�cant

digit of the word representing x(n),

�d(x) =

8>><
>>:

x; (d 6= D � 1)_
(0 � x � (mD�1=2)� 1);

x�mD�1; (d = D � 1)^
(mD�1=2 � x � mD�1 � 1);

(5)

and

�d =

�
1; d = 0;Qd�1

j=0 mj ; 1 � d � D � 1;
(6)

1
We note that �xed-point binary and, in some instances,

oating-point representations can be considered as special cases

of mixed-radix.



Using a framework for deriving successive approxi-

mations to the DFT [5] based on a backward di�er-

encing approach [6] to DFT evaluation, a family of

structures which perform incremental re�nement can

be implemented from the following update equations.

The ith successive approximation, X̂i(k), is computed

from the previous approximation X̂i�1(k) by:

X̂i(k) =

�
X̂i�1(k) +Ci(k); ci�1 < k � ci;

X̂i�1(k) +Ri(k) + Vi(k); 1 � k � ci�1;

(7)

where Ci(k) is the coverage update, which is de�ned as

Ci(k) =

D�1X
d=D�vi

riX
n=0

gd(n)Gn;d(k); (8)

Ri(k) is the resolution update, which is de�ned as

Ri(k) =

D�1X
d=D�vi

riX
n=ri�1+1

gd(n)Gn;d(k); (9)

and Vi(k) is the SNR update, which is de�ned as

Vi(k) =

D�vi�1�1X
d=D�vi

ri�1X
n=0

gd(n)Gn;d(k): (10)

Here, we de�ne X̂0(k) = 0 for all k,

gd(n) =

�
�d(xd(0)) � �d(xd(N � 1)) n = 0;

�d(xd(n)) � �d(xd(n � 1)) 1 � n � N � 1

(11)

and

Gn;d(k) = �d
e�j2�kn=N

1� e�j2�k=N
(12)

The variables ci, ri, and vi represent control param-

eters which determine the solution quality achieved in

the ith successive approximation. Metrics relating ci to

frequency coverage, ri to frequency resolution, and vi
to the SNR of the analysis have been derived [4]. The

computational cost of producing an approximation of a

given quality has also been analyzed, and was shown [4]

to depend both on the input data as well as the radix

used for signal encoding when the algorithm of [6] is

used for implementing the updates of eqs. (7)-(10). A

policy for selecting the most e�cient set of radices has

been developed [4] and, in the �xed-radix case, a vari-

ety of di�erent solutions have been obtained [7] to the

problem of selecting control parameter values that can

be expected to meet speci�c design constraints.

As in the case of our incremental re�nement struc-

tures for approximate �ltering, the above DFT struc-

tures may be used in conjunction with appropriate con-

trol strategies to obtain IR-based systems. For exam-

ple, we have developed IR-based systems for real-time
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Figure 3: Schematic diagram of the proposed architecture

for incremental re�nement of 2D-IDCT approximations.

STFT computation in which the DFT computation

for each frame produces an approximate answer whose

quality depends upon the characteristics of the input

signal and the available computation time.

4 A Communications Applica-

tion

The phenomenal rate of growth in high-capacity

telecommunication networks has brought the issue of

heterogeneity to the forefront of the communications

�eld. One instance where approximate processing is

relevant is when a message is broadcast across a vari-

able bandwidth network to receivers whose character-

istics are not known to the sender and which possess a

wide range of capabilities. Reduction of video quality

may be required at the receivers due to local perfor-

mance limitations or in order to adjust to variable data

rates. In either of these cases, the use of an incremental

re�nement structure for the decoder implementation

enables performance to be easily adapted.

We have recently developed an incremental re�ne-

ment structure for the two-dimensional inverse discrete

cosine transform (2D-IDCT). The energy compaction

properties of the DCT make it a popular tool for image

and video coding. Accordingly, IDCT computations

comprise a signi�cant proportion of the computational

e�ort required in the decompression of the most widely

used image and video coding standards.

Our incremental re�nement structure for the 2D-

IDCT has the distributed arithmetic (DA) [8] architec-

ture shown schematically in Fig. 3. Other structures

for computing the 2D-IDCT have previously been de-

veloped [9] [10] [11] using DA but they do not have the

IR property.

A primary di�erence between our IR structure for

the 2D-DCT and the other structures lies in the bit-

serial ordering in which the distributed arithmetic op-

eration is performed. Our architecture begins pro-

cessing at the most signi�cant bit of the input words,



advancing progressively towards the least signi�cant.

With this approach, the intermediate results obtained

at the output of the DA sub-system represent an ap-

proximation of the exact result based on the quanti-

zation of the input data to a fewer number of repre-

sentation levels. When the standard DA procedure of

beginning at the least signi�cant bit is employed, the

intermediate values of the DA process have no general

utility. This observation is illustrated in Fig. 4.

Another important innovation in our work lies in the

basic manner in which distributed arithmetic has been

applied to the 2D-IDCT. Previously reported imple-

mentations [9] [10] [11] are based upon the decompo-

sition of the 2D-IDCT into the 1D-IDCT of the rows

of the input data followed by the 1D-IDCT of each of

the columns. Obtaining satisfactory incremental re-

�nement behavior from this architecture is hindered

by the fact that even if the MSB-to-LSB bit ordering

is used, the intermediate results produced by the �rst

stage of row 1D-IDCT processing do not represent ap-

proximations to the desired output.

As in all applications of distributed arithmetic, the

selection of an appropriate DA structure is strongly in-

uenced by tradeo�s between performance and mem-

ory usage. For instance, a direct DA implementation

of the 8x8 2D-IDCT would require an astronomical

264 words of ROM. In contrast, the architecture de-

scribed here, with no memory saving optimizations ap-

plied, needs 217 words (128K) of ROM. Due to the

periodic structure of the IDCT basis functions, there

exists considerable potential for reducing this memory

requirement further. Such techniques have been suc-

cessfully applied in the separable 2D-IDCT implemen-

tation [9], for which the memory requirements for the

16x16 transform were reduced from 221 words (2M) to

210 words (1K).

To examine our 2D-IDCT IR structure, consider the

NxN 2D-IDCT of X(u; v):

x(i; j) =
2

N

N�1X
u=0

N�1X
v=0

C(u)C(v)X(u; v)

� cos

�
(2i + 1)u�

2N

�
cos

�
(2j + 1)v�

2N

�
(13)

where C(0) = 1=
p
2 and C(u) = C(v) = 1 for u; v 6= 0.

Throughout our derivation, u; v; i; j 2 f0::N � 1g.
When X(u; v) is encoded in two's complement binary

we have, using the notation of section 3, 8d : md = 2

and the 2D-IDCT can be written as:

x(i; j) =
2

N

N�1X
u=0

N�1X
v=0

C(u)C(v)

D�1X
d=0

�d(Xd(u; v))�d

� cos

�
(2i+ 1)u�

2N

�
cos

�
(2j + 1)v�

2N

�
(14)

with Xd(u; v) denoting the dth bit of the binary repre-

sentation ofX(u; v). We can now express the 2D-IDCT

in a form suitable for applying distributed arithmetic:

x(i; j) = �
N�1X
u=0

Fu(XD�1(u; v); i; j)�D�1 +

D�2X
d=0

N�1X
u=0

Fu(Xd(u; v); i; j)�d (15)

with

Fu(Xd(u; v); i; j) = C(u)
2

N

N�1X
v=0

C(v)Xd(u; v)

� cos

�
(2i + 1)u�

2N

�
cos

�
(2j + 1)v�

2N

�
(16)

The arguments to each function Fu are a row vector of

N bits (indexed by v) taken from the d-th position of

the u-th row of Xd(u; v), and a coordinate of x(i; j).

It's output is the 2D-IDCT of the given row vector of

bits evaluated at position (i; j). By pre-computing and

storing in memory the values of Fu, and implement-

ing separately the Fu functions as shown in Fig. 3, the

entire summation over u in eq. (15) can be evaluated

in parallel for a single value of d. Thus, at each stage

of computation (i.e. for each value of d) the structure

updates its previous result with the 2D-IDCT corre-

sponding to an entire additional bit plane of the input

coe�cients. The scaling associated with �d in eqn. (15)

is implemented via bit shifting in the output accumu-

lators.

The IR structure outlined above for the 2D-IDCT

may be used in a practical DCT-based image encod-

ing/decoding system. An appropriate control strategy

may be used by each receiver for terminating the de-

coding process at any intermediate stage in accordance

with the availability of system resources and/or the de-

sired quality of the decoded image.
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